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Hacia una Gobernanza Responsable de la Inteligencia Artificial en Salud:
ideas para crear marcos regulatorios flexibles y adaptativos para América Latina.

Introduccion

La Comunidad de Conocimiento del Centro de Inteligencia Artificial y Salud para América Latina y
el Caribe (CLIAS) constituye un espacio regional de intercambio, analisis y co-creacién orientado a
promover el desarrollo y uso responsable de la IA en el ambito de la salud. El Grupo de Trabajo
“‘Regulacion y Politicas”, que es parte de esa Comunidad, funciona como un espacio especifico
dedicado al analisis de los desafios normativos y de politica publica asociados a la IA en la region,
con especial atencion al sector salud. Su labor se centra en comprender el panorama regulatorio
global y regional, identificar tendencias, brechas y oportunidades, y reflexionar sobre enfoques que
permitan una adopcién ética, segura y contextualizada de estas tecnologias, considerando las
realidades institucionales y las necesidades de las poblaciones de América Latina y el Caribe.

Durante el afio 2025, este Grupo desarrollé un proceso de trabajo colaborativo, coordinado por el
CLIAS, que combiné el andlisis comparado de regulaciones y politicas publicas, discusiones
focalizadas entre las personas integrantes del grupo, y el intercambio con actores de distintos
sectores. A través de reuniones de trabajo, debates tematicos y la sistematizacion de aportes
individuales y colectivos, se identificaron consensos emergentes, preocupaciones compartidas y
lineas de accion prioritarias en torno a la regulacion de la IA en salud.

El resultado de este trabajo se plasma en el presente documento, concebido como una guia practica
y contextualizada para el disefio de marcos regulatorios de IA para América Latina y el Caribe, con
especial atencion al sector salud. Su objetivo no es delinear un unico modelo regulatorio ideal ni
sugerir que la Unica via valida de regulacion sea la sancién de una ley en sentido formal por los
poderes legislativos nacionales. Por el contrario, se propone un enfoque flexible, que valore
tanto los instrumentos legales como las politicas publicas, las regulaciones técnicas, los
estandares sectoriales y otras herramientas complementarias.

Cabe reflexionar entonces, sobre el sentido y el alcance que podria asumir la regulaciéon de la 1A en
contextos reales y dinamicos. En lugar de concebirla como un conjunto de reglas rigidas,
puede pensarse como un marco orientador, capaz de ofrecer previsibilidad para el desarrollo
y uso responsable de la lA, al tiempo que acompaiia la innovacién, previene riesgos y protege
derechos. Desde esta mirada, la regulacion no sélo busca evitar dafos, sino también contribuir a
la construccion de confianza como base para un avance gradual.

Al analizar la normativa existente en materia de IA, puede observarse que la salud suele ser
mencionada principalmente como un derecho o un bien juridico que debe ser protegido frente a los
posibles impactos de estas tecnologias. Asi, por ejemplo, el Reglamento Europeo de Inteligencia
Artificial (Al Act) incluye entre sus objetivos garantizar un alto nivel de proteccién de la salud, junto
con la seguridad y los derechos fundamentales. Esta formulacion, de caracter general, permite
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Hacia una Gobernanza Responsable de la Inteligencia Artificial en Salud:
ideas para crear marcos regulatorios flexibles y adaptativos para América Latina.

asegurar la centralidad del derecho a la salud, aunque no siempre se acompafna de un desarrollo
especifico que aborde las particularidades propias del sector salud.

Dado que la salud no solo constituye un derecho fundamental, sino también un ambito con
caracteristicas técnicas, éticas e institucionales propias, el uso de sistemas de IA en este sector
plantea interrogantes particulares. La posible incidencia de la IA en decisiones clinicas, el
tratamiento de datos especialmente sensibles y los efectos sobre la relacion entre profesionales de
la salud y pacientes invitan a reflexionar sobre si la referencia general a la proteccion de la salud
resulta suficiente, o si podria ser pertinente considerar un tratamiento regulatorio mas especifico
para este sector.

Asimismo, resulta relevante que las reglas que se disefien sean compatibles con estandares
internacionales de calidad y seguridad, no sélo para resguardar a los usuarios, sino también para
permitir que las soluciones tecnologicas desarrolladas en la region puedan crecer y escalar a nivel
regional e interregional. América Latina necesita impulsar una IA confiable y adaptada a sus
realidades, capaz de responder a sus desafios actuales y, al mismo tiempo, de insertarse en un
escenario global en condiciones de mayor equidad y competitividad.

Este documento, entonces, no pretende ser un texto cerrado ni definitivo. Se presenta como un
insumo colectivo dirigido a quienes tienen la responsabilidad de legislar, regular,
implementar o evaluar politicas publicas y estrategias en materia de IA, con el objetivo de
orientar esas decisiones desde una perspectiva técnica, ética y contextual, abierta a la
revisién y al aprendizaje continuo.

Temas priorizados colectivamente por la
Comunidad de Practica

El siguiente grafico sintetiza los principales temas identificados por las personas integrantes de la
Comunidad de Practica del Grupo de Trabajo “Regulacion y Politicas” del CLIAS. Cada barra
representa un eje tematico propuesto durante el proceso de trabajo colectivo, y su longitud refleja
la cantidad de personas que coincidieron en senalar ese tema como prioritario.

El objetivo de esta visualizacion no es establecer un orden jerarquico rigido, sino ofrecer una
fotografia de los consensos emergentes dentro de la comunidad. Los resultados permiten identificar
cuales son las preocupaciones y lineas de accion que concentran mayor acuerdo, y sirven como
insumo para orientar las recomendaciones que se desarrollan a lo largo del documento.
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Hacia una Gobernanza Responsable de la Inteligencia Artificial en Salud:
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Grafico de barras con los temas propuestos por la comunidad, ordenados por cantidad de
personas que coincidieron en cada uno (realizado con Chatgp 5.1 instant):

Consensos emergentes de la Comunidad de Préctica

Transparencia, explicabilidad y trazabilidad

Supervision humana y decisiones automatizadasf

Proteccion de grupos vulnerables

Gobernanza de datos y soberania

Auditoria periddica de algoritmos

Capacitacion, alfabetizacion y descentralizacion del conocimiento
Flexibilidad normativa y adaptacion al contexto

Sector salud como ambito especifico

Interoperabilidad y colaboracién regional

Fomento de marcos regulatorios e innovacion

Legislacién basada en principios, no en tecnologias

0 1 2 3 1 5 6
Cantidad de personas que propusieron el tema

Capacidades institucionales minimas
para la implementacion efectiva del
marco regulatorio

El debate sobre la implementacién de la IA no puede limitarse al disefio de marcos regulatorios. Los
paises deben reconocer que su implementacion depende también de la existencia de capacidades
institucionales minimas, que no se desarrollan mediante normas juridicas, sino a través de politicas
publicas y estrategias gubernamentales sostenidas.

Estas capacidades deben formar parte de una hoja de ruta nacional y evolucionar en el tiempo, de
manera adaptativa, a medida que cambian los contextos tecnolégicos, econémicos y sociales. Por
ello, los gobiernos deben incorporar mecanismos de monitoreo y evaluacion continua de estas
capacidades, como el acceso a conectividad basica y avanzada, incluida la rural; la existencia de

5
Comunidad de 5
[ B 00‘ Cono%lmlento @ CL|AS



Hacia una Gobernanza Responsable de la Inteligencia Artificial en Salud:
ideas para crear marcos regulatorios flexibles y adaptativos para América Latina.

datos de calidad y sistemas interoperables; y el liderazgo institucional técnico y ético, para alinear
sus politicas con las necesidades reales del entorno.

No se trata de imponer condiciones previas para legislar, sino de ofrecer una guia realista y
progresiva que permita a cada pais identificar sus brechas estructurales y orientar su planificacion
estratégica. Este enfoque facilita que la regulacién no quede desvinculada de las necesidades de
la comunidad y potencia la cooperacién internacional, al brindar insumos claros sobre las areas
donde se necesita apoyo técnico o financiero.

Entre las capacidades institucionales minimas que deberian formar parte de cualquier estrategia
nacional o politica publica vinculada a IA se incluyen:

Capacidades institucionales minimas
sugeridas

Designacion de una unidad especializada o fortalecimiento de agencias
existentes como por ejemplo, las de regulacion de medicamentos, con
liderazgo técnico en IA y competencias para coordinar acciones
intersectoriales.

Liderazgo y gobernanza

Garantia de conectividad amplia, incluyendo zonas rurales;
Infraestructura digital disponibilidad de plataformas interoperables; y registro nacional de
sistemas de |A en uso.

Acceso a datos publicos y privados relevantes, con mecanismos para

Gestion de datos garantizar su calidad, representatividad, seguridad y trazabilidad.

Capacidad regulatoria Formacién especifica de supervisores, auditores y fiscalizadores;
técnica protocolos para la evaluacion técnica y ética de sistemas de IA.

Instancias interdisciplinarias permanentes para evaluar riesgos y
Comités éticos dilemas éticos asociados al uso de IA, especialmente en sectores
sensibles como salud o justicia.
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Asignacion de recursos presupuestarios suficientes y predecibles para

Financiamiento sostenido . ., - NS
funciones de evaluacion, control y fortalecimiento institucional.

Participacion en redes regionales y globales de gobernanza de IA para
Colaboracién internacional la actualizacion continua de capacidades, estandares y buenas
practicas.

Consolidar estas capacidades es una condicién esencial para transitar de la regulacion formal a una
gobernanza efectiva de la IA. No hacerlo expone a los paises al riesgo de regulaciones inaplicables,
desalineadas con la infraestructura real, y con escasa capacidad de vigilancia o correccion.

Recomendaciones para el diseno de
marcos normativos adaptativos en IAy
salud

América Latina enfrenta el desafio de generar entornos normativos que promuevan la innovacién
en inteligencia artificial (IA) sin descuidar la proteccién de derechos fundamentales ni la calidad de
la atencion en salud. En este contexto, las siguientes recomendaciones no proponen un modelo
unico ni rigido, sino un conjunto de principios que pueden orientar el disefio de marcos regulatorios
flexibles, sostenibles y realistas, adaptados a las particularidades institucionales, sociales y
tecnoldgicas de cada pais.

Los marcos normativos deben evitar escenarios de fragmentacién entre sectores o niveles de
gobierno. En contextos federales o con multiples agencias sectoriales, es clave establecer
mecanismos de coordinacién que armonicen criterios y promuevan una vision comun. La existencia
de lineamientos compartidos puede prevenir superposiciones, vacios o contradicciones que
comprometan la seguridad juridica, la calidad de los sistemas de |A o la confianza publica en su uso
en salud.
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La regulacién no debe partir de una légica unica para todos los sistemas de IA. Es esencial
considerar el proposito, el contexto de uso y los posibles impactos en el ambito de la salud. Clasificar
los sistemas por niveles de riesgo permite ajustar los requisitos segun el grado de sensibilidad: no
es razonable aplicar los mismos criterios a un chatbot administrativo que a un algoritmo que apoya
decisiones clinicas. Un enfoque basado en riesgo ayuda a proteger derechos sin bloquear
desarrollos utiles.

Las exigencias regulatorias deben ser realistas y adaptables al estado actual de la tecnologia y al
contexto nacional. En particular, en el &mbito de la salud, donde muchas soluciones de inteligencia
artificial se basan en modelos complejos como redes neuronales profundas, no siempre es posible
garantizar una plena explicabilidad. Por ello, es preferible disefiar marcos normativos flexibles que
reconozcan estas limitaciones y promuevan enfoques alternativos de confianza, como auditorias
externas, validaciones independientes o transparencia sobre las capacidades reales y los limites
del sistema. Un marco normativo que no contemple estas complejidades podria desalentar la
innovacién o generar barreras innecesarias para el desarrollo local.

Los sistemas de IA que se actualizan de forma continua presentan retos de gobernanza y seguridad
que requieren disefiar marcos normativos adaptativos y realistas. En el ambito de la salud, donde
una falla puede comprometer vidas o generar dafios serios, no es suficiente aprobar un sistema una
sola vez: debe definirse un “ciclo de vida regulatorio” que contemple desde el disefio hasta el uso
clinico y la evolucion del sistema. Este enfoque permitira mantener altos estandares de seguridad
y calidad, para lo que se debera pensar en un marco regulatorio evolutivo, proporcional al riesgo,
que contemple los recursos disponibles, el grado de digitalizacion, las capacidades técnicas y
regulatorias existentes, y el contexto especifico del sistema de salud. Solo asi sera posible
acompanfar efectivamente la transformacion tecnolégica en salud.

Incluso cuando los sistemas de IA no estan disefiados para aprender de manera continua, es
fundamental implementar estrategias de monitoreo y revision periddica. En el contexto de la salud,
pequenos desajustes pueden tener consecuencias significativas para pacientes y profesionales. El
monitoreo debe incluir auditorias técnicas y éticas, revision de resultados en condiciones reales de
uso, y mecanismos accesibles para reportar errores, sesgos o impactos no previstos. Esta vigilancia
continua permite detectar deterioros en el rendimiento del sistema, identificar efectos acumulativos
no anticipados, y garantizar que las decisiones automatizadas sigan siendo coherentes con los
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estandares clinicos, regulatorios y sociales. Ademas, fortalece la rendicién de cuentas y contribuye
a mantener la legitimidad del uso de IA en entornos sensibles como el sanitario.

En el disefo de marcos regulatorios para IA en salud, resulta esencial evitar replicar modelos rigidos
que puedan generar barreras de entrada innecesarias para innovaciones legitimas. Muchas
soluciones desarrolladas internacionalmente, especialmente aquellas de cdédigo abierto o
adaptadas a entornos con limitaciones de recursos, podrian ser altamente beneficiosas para la
regiéon. Sin embargo, su adopcion puede verse obstaculizada si los procesos regulatorios locales
exigen requisitos excesivamente burocraticos, costosos o desalineados con las capacidades
técnicas y financieras del pais.

En entornos donde los datos en salud, considerados infraestructura critica para las naciones’,
suelen ser incompletos, fragmentados o poco representativos, los marcos regulatorios deben
facilitar el acceso a conjuntos de datos pertinentes, seguros y técnicamente robustos. Promover
interoperabilidad, estandares comunes y mecanismos confiables de anonimizacion y gobernanza
es clave para construir soluciones que respondan a necesidades locales y no perpetuen
desigualdades existentes.

El uso de IA en salud requiere legitimidad social. Los marcos normativos deben incorporar
herramientas de rendicién de cuentas, explicaciones accesibles para usuarios finales (profesionales
y pacientes), y procesos participativos de disefio e implementacion. La desconfianza puede
convertirse en una barrera mayor que la técnica: promover una cultura de confianza, basada en
derechos y comprension del contexto, es una prioridad estratégica. En particular, se debe prestar
atencion a las percepciones sociales y a los indicadores de confianza ciudadana en el uso de
tecnologias digitales en salud. Herramientas como el analisis de sentimiento aplicado a redes
sociales, encuestas o foros comunitarios pueden ofrecer informacion clave sobre el grado de
aceptacién o rechazo que genera una solucion basada en IA.

! https://ehealthreporter.com/los-datos-de-salud-poblacionales-son-infraestructura-critica-para-las-
poblaciones-mas-vulnerables/
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La IA no es neutral: puede replicar o amplificar desigualdades si no se aplican salvaguardas
especificas. Los marcos normativos deben promover evaluaciones de impacto ético y social, exigir
pruebas en poblaciones diversas, y garantizar la accesibilidad de las tecnologias para personas con
menor alfabetizacion digital o conectividad. En salud, esto cobra especial relevancia: las
poblaciones mas vulnerables no deben quedar al margen de los beneficios tecnolégicos.

Una |IA responsable es aquella que, a lo largo de todo su ciclo de vida, prioriza la seguridad, la
equidad y el beneficio social, integrando estos valores desde la fase de disefio hasta su
implementacion y monitoreo continuo. En contextos como América Latina, esto implica no solo el
cumplimiento de estandares éticos globales, sino también una lectura critica de las realidades
locales, incluyendo desigualdades estructurales, brechas digitales y capacidad institucional. Los
marcos normativos deben incentivar el desarrollo de soluciones tecnoldgicas centradas en las
personas, que integren mecanismos de monitoreo continuo, procesos inclusivos de gobernanza, y
medidas para prevenir impactos adversos. Esta vision no debe quedar reducida a principios
declarativos, sino traducirse en criterios practicos que orienten la evaluacion, adquisicién y uso de
sistemas de IA en salud.

Los marcos regulatorios deben promover una supervision humana efectiva sin convertirse en un
obstaculo para el desarrollo o implementacion de sistemas que, por su naturaleza o contexto de
uso, requieren mayores niveles de autonomia. En situaciones excepcionales, como emergencias
sanitarias, desastres naturales o contextos de guerra, la intervencién humana puede no ser viable
en tiempo real, y exigir normativamente podria impedir el despliegue oportuno de soluciones
basadas en IA que salvan vidas. Por ello, es importante contemplar mecanismos complementarios
de supervision tecnoldgica, como auditorias automatizadas, alertas integradas o validaciones ex
post, que ofrezcan garantias suficientes sin frenar el desarrollo. Una regulacion excesivamente
rigida, que imponga supervision humana constante como requisito universal, podria limitar avances
valiosos y adaptaciones necesarias para realidades latinoamericanas con recursos limitados o
entornos de alta complejidad.

Para avanzar hacia una gobernanza responsable de la IA, resulta clave contar con una instancia
nacional de coordinacion que actue como agencia de referencia en materia de |A. Esta agencia
podria surgir a partir del fortalecimiento de una institucion ya existente, por ejemplo, un ministerio,
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una secretaria digital o un ente regulador con competencias tecnolégicas, o bien mediante la
creacion de una nueva entidad especializada con mandato especifico en |A.

Su funcién no seria regular directamente cada sector, sino articular y coordinar a los distintos
organismos con competencias en areas estratégicas para el desarrollo y uso de la IA, como salud,
proteccion de datos personales, telecomunicaciones, justicia, educacion, ciencia e innovacion. Esta
agencia actuaria como punto focal nacional para promover la coherencia normativa, evitando
superposiciones o vacios regulatorios, y facilitando el didlogo entre sectores con realidades, riesgos
y principios éticos diversos.

Ademas, su rol incluiria el alineamiento con estandares y marcos internacionales, el seguimiento
del desarrollo tecnoldgico, la promocion de criterios comunes para la evaluacion de riesgos, la
interoperabilidad normativa, y la actualizacion de politicas publicas relacionadas con la IA.

Una agencia de este tipo permitiria establecer una gobernanza intersectorial, dinamica y adaptativa,
respetando las competencias técnicas de cada sector, pero asegurando una visién integral del
ecosistema de IA, especialmente en sectores sensibles como el sanitario, donde los impactos son
particularmente relevantes en términos éticos, juridicos y sociales.

La consolidacion de un ecosistema de IA en salud requiere no solo marcos regulatorios adecuados,
sino también capacidades humanas e institucionales capaces de implementarlos. La formacion
continua de profesionales, equipos técnicos, autoridades regulatorias y usuarios finales constituye
un componente indispensable para garantizar el uso seguro, efectivo y ético de la IA.

Dado que estos procesos formativos son dinamicos y deben ajustarse al ritmo de la innovacién
tecnoldgica, no necesariamente requieren quedar fijados en una ley. Pueden ser impulsados
mediante politicas publicas, programas especificos de fortalecimiento institucional, lineamientos
técnicos o estrategias nacionales de IA y salud digital.

La capacitacion debe incluir competencias técnicas basicas, nociones de gobernanza y ética de la
IA, comprensién de riesgos, habilidades para interpretar recomendaciones automatizadas y
herramientas para identificar sesgos o fallos del sistema. Ademas, resulta clave promover la
alfabetizacion digital de la ciudadania, de modo que pacientes y comunidades puedan comprender
el funcionamiento general de estas herramientas, participar en decisiones informadas y ejercer
plenamente sus derechos.
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La IA aplicada a la salud presenta particularidades que no siempre pueden ser abordadas
adecuadamente por disposiciones generales. La criticidad de las decisiones clinicas, la sensibilidad
de los datos, la necesidad de validacién en condiciones reales de uso y el potencial de dafio directo
exigen un tratamiento regulatorio adaptado. Sin embargo, este tratamiento no tiene por qué
materializarse Unicamente en una ley sectorial rigida: existen multiples configuraciones posibles,
que dependen de la arquitectura institucional y de la capacidad regulatoria de cada pais.

Una opcién es que una ley general de IA establezca principios transversales, seguridad, equidad,
transparencia, gestion del riesgo, y remita a marcos regulatorios especificos para sectores de alto
impacto, entre ellos la salud. Otra alternativa consiste en que las agencias regulatorias
especializadas (como autoridades sanitarias, de proteccion de datos o de tecnologias de la
informacion) desarrollen regulaciones técnicas complementarias, guias operativas, estandares de
calidad, requisitos de validacion o mecanismos diferenciados de supervisién para los sistemas de
IA utilizados en salud. También es posible adoptar instrumentos normativos graduales, como
lineamientos técnicos, resoluciones administrativas o protocolos nacionales, que permitan
actualizar criterios con mayor agilidad.

El uso de IA en salud puede profundizar desigualdades existentes si no incorpora salvaguardas
dirigidas a proteger a poblaciones que enfrentan barreras estructurales en el acceso a servicios
sanitarios, tecnologias y mecanismos de participacion. Por ello, los marcos normativos, ya sean
leyes generales, regulaciones sectoriales, o lineamientos técnicos, deben exigir que los desarrollos
y despliegues de IA en salud integren mecanismos de identificacion, mitigacion y monitoreo de
impactos diferenciales en grupos vulnerables.

Este enfoque requiere reconocer explicitamente que ciertos colectivos pueden enfrentar riesgos
aumentados o una menor capacidad para ejercer derechos y beneficiarse de las innovaciones.
Entre ellos se incluyen, segun el contexto de cada pais (la descripcion no es exhaustiva): personas
mayores, personas con discapacidad, personas neurodivergentes, pueblos originarios y
comunidades indigenas, poblaciones rurales o geograficamente aisladas, mujeres en situacién de
violencia o desigualdad estructural, personas migrantes, comunidades afrodescendientes,
poblaciones con baja alfabetizacion digital o conectividad limitada, y otras comunidades
histéricamente marginadas.

Las salvaguardas pueden adoptar diversas formas: evaluaciones de impacto ético y social
diferenciadas, requerimientos de pruebas en poblaciones diversas, analisis de impacto algoritmico
sobre grupos especificos, mecanismos de accesibilidad tecnolégica, adecuacion cultural y

12
Comunidad de "
E ] 00. Conoc!:tlmlento % CLIAS



Hacia una Gobernanza Responsable de la Inteligencia Artificial en Salud:
ideas para crear marcos regulatorios flexibles y adaptativos para América Latina.

linglistica, y canales de reclamo accesibles. También resultan relevantes mecanismos
participativos en el disefio y evaluacion de sistemas de IA, asegurando que las comunidades
afectadas puedan expresar preocupaciones y contribuir a decisiones informadas.

Este enfoque no busca segmentar la regulacién, sino garantizar que la |A en salud opere bajo
principios de justicia y equidad, evitando que las innovaciones tecnoldgicas, si no son
adecuadamente reguladas, profundicen brechas existentes. Integrar la perspectiva de
vulnerabilidad desde el disefio hasta la implementacion fortalece la legitimidad de las soluciones,
mejora la seguridad de los pacientes y contribuye a que la IA en salud genere beneficios reales para
toda la poblacion.

La adopcion de |IA en salud depende de la capacidad de los sistemas para intercambiar datos de
manera segura, precisa y consistente. La interoperabilidad no es unicamente un requisito técnico:
constituye un elemento estructural de la calidad y seguridad de la atencion, y un habilitador
indispensable para el entrenamiento, validacion, implementacién y monitoreo de soluciones
basadas en IA. En América Latina, donde los sistemas de salud suelen estar fragmentados y los
datos se encuentran distribuidos entre multiples niveles de gobierno y proveedores, la
interoperabilidad adquiere un rol estratégico.

Para avanzar en este plano, los marcos normativos, sean leyes generales, normativas sectoriales,
regulaciones de agencias, lineamientos técnicos o estrategias nacionales, deben promover la
adopcion progresiva de estandares abiertos y ampliamente reconocidos, como HL7 FHIR para
intercambios clinicos, SNOMED CT para terminologias, LOINC para resultados de laboratorio,
DICOM para imagenes médicas, y perfiles IHE para validaciéon y conformidad. Estos estandares
permiten asegurar que los datos producidos por distintos sistemas puedan ser integrados, auditados
y reutilizados para entrenar y evaluar modelos de IA sin comprometer la calidad o la integridad de
la informacion.

"La adopcién de estandares abiertos también facilita el intercambio transfronterizo de datos en
condiciones seguras, permitiendo que los paises tanto de la region como de otras regiones
colaboren en procesos de validacion, vigilancia post-implementacion y desarrollo de soluciones de
IA entrenadas con datos mas diversos y representativos.

La regulacion no necesita imponer plazos unicos ni estandares cerrados; puede establecer hojas
de ruta progresivas, criterios minimos obligatorios, modelos de madurez o incentivos para la
adopcion. Lo fundamental es que la IA en salud se desarrolle sobre una arquitectura de datos
consistente, interoperable y basada en estdandares abiertos que garanticen seguridad,
transparencia, eficiencia y sostenibilidad a largo plazo.
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Conclusion

Regular la IA en salud no es solo una cuestion técnica, juridica o politica. Es, en esencia, una
decision sobre qué tipo de futuro queremos habitar. En este ejercicio, no hay certezas plenas ni
soluciones definitivas. Hay decisiones que deben tomarse en medio de la incertidumbre, con la
humildad de saber que regulamos hoy sobre tecnologias que mafiana ya no seran las mismas.

En contextos marcados por desigualdades estructurales, escasez de datos de calidad,
fragmentacion institucional y brechas digitales, pretender copiar marcos regulatorios ajenos sin
atender a nuestras propias condiciones puede resultar tan inutil como peligroso. Pero tampoco
basta con mirar hacia adentro: necesitamos aprender de otros, dialogar, crear puentes, y construir
desde lo que ya existe.

Este documento no ofrece una receta cerrada. Es una invitacion a combinar principios con
pragmatismo, ética con adaptabilidad, derechos con innovacién. A pensar marcos normativos como
procesos vivos, que se ajustan, se revisan y se fortalecen en el tiempo. A reconocer que la confianza
no se impone: se construye en la practica.
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